
Colin Perkins | https://csperkins.org/ | Copyright © 2018 | This work is licensed under the Creative Commons Attribution-NoDerivatives 4.0 International License. To 
view a copy of this license, visit http://creativecommons.org/licenses/by-nd/4.0/ or send a letter to Creative Commons, PO Box 1866, Mountain View, CA 94042, USA.

Interdomain Routing/The Transport Layer

Networked Systems (H) 
Lecture 6

http://creativecommons.org/licenses/by-nd/4.0/
http://creativecommons.org/licenses/by-nd/4.0/
http://creativecommons.org/licenses/by-nd/4.0/
http://creativecommons.org/licenses/by-nd/4.0/
http://creativecommons.org/licenses/by-nd/4.0/
http://creativecommons.org/licenses/by-nd/4.0/
http://creativecommons.org/licenses/by-nd/4.0/
https://csperkins.org/
http://creativecommons.org/licenses/by-nd/4.0/


Colin Perkins | https://csperkins.org/ | Copyright © 2018

Lecture Outline

• Interdomain routing 
• Autonomous systems and the Internet AS-level topology 

• BGP and Internet routing 

• The Transport Layer 
• Role of the transport layer 

• Transport layer functions 

• Transport protocols in the Internet
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Host Host Host

Ethernet

Local ISP

End Site

Tier-1 ISP

Interdomain Unicast Routing

Regional ISP
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Local ISP

Tier-1 ISP

Interdomain Unicast Routing

Regional ISP

Find best route to destination network 

Treat each network as a single node, and 
route without reference to internal network 
topology
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Autonomous Systems

• Network comprised of autonomous systems (ASes) 
• Each AS is an independently administered network  

• An Internet service provider, or other organisation, that operates a network and wants to 
participate in interdomain routing 

• Some organisations operate more than one AS 
• For ease of administration; due to company mergers; etc. 

• Each AS is identified by a unique number, allocated by the RIR 
• ~85,000 AS numbers allocated: http://bgp.potaroo.net/cidr/autnums.html (December 2017) 

• Routing problem is finding best AS-level path from source AS to 
destination AS 
• Treat each AS as a node on the routing graph (the “AS topology graph”) 

• Treat connections between ASes as edges in the graph
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IPv4 AS Level  
Internet Topology

Source: CAIDA (Feb. 2017) 
http://www.caida.org/research/topology/as_core_network/2017/
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http://www.caida.org/research/topology/as_core_network/2015/
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Default Routes and the DFZ

• The AS-level topology: 
• Well connected core networks 

• Sparsely connected edges, getting 
service from the core networks 

• Edge networks can use a default 
route to the core 

• Core networks need full routing 
table 
• The default free zone (DFZ)

= AS network

= Inter-AS link

Default

DFZ
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Routing at the Edge

130.209.240.48

The Internet

130.209.240/20 Network:      Netmask:      Gateway:
130.209.240.0 255.255.240.0 eth0
default       0.0.0.0       130.209.240.48

Router
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Example:  
Routing table for hosts in Glasgow SoCS
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Routing in the DFZ

• Core networks are well-connected, must know about every other 
network 
• The default free zone where there is no default route 

• Route based on policy, not necessarily shortest path 
• Use AS x in preference to AS y 

• Use AS x only to reach addresses in this range 

• Use the path that crosses the fewest number of ASes 

• Avoid ASes located in that country 

• Requires complete AS-level topology information
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Routing Policy

• Interdomain routing is between competitors 
• ASes are network operators and businesses that compete for customers 

• Implication: an AS is unlikely to trust its neighbours 

• Routing must consider policy 
• Policy restrictions on who can determine your topology 

• Policy restrictions on which route data can follow 

• Prefer control over routing, even if that means data doesn’t necessarily 
follow the best (shortest) path – the shortest path might pass through a 
competitor’s network, or a country you politically disagree with, or over an 
expensive link…
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Border Gateway Protocol

• Interdomain routing in the Internet uses the Border Gateway 
Protocol (BGP) 
• External BGP (eBGP) used to exchange routing information between ASes 

• Neighbouring ASes configure an eBGP session to exchange routes 

• Runs over a TCP connection between routers; exchanges knowledge of the AS graph 
topology 

• Used to derive “best” route to each destination; installed in routers to control forwarding 

• Internal BGP (iBGP) propagates routing information to routers within an AS 
• The intra-domain routing protocol handles routing within the AS 

• iBGP distributes information on how to reach external destinations
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Hosts with IP addresses in the range 
12.10.231.0 - 12.10.231.255 are in 
AS 7369. That AS is best reached via 
AS 2497 and then AS 5696. Packets 
destined for those addresses should 
be sent to address 202.232.1.8 next, 
from where they will be forwarded. 

• eBGP routers advertise lists of IP address ranges (“prefixes”) and 
their associated AS-level paths 

• Combined to form a routing table

   Prefix           Next Hop          AS Path
…
*  12.10.231.0/24   194.68.130.254    5459 5413 5696 7369 i
*                   158.43.133.48     1849 702 701 6113 5696 7369 i
*                   193.0.0.242       3333 286 5696 7369 i
*                   204.212.44.128    234 266 237 3561 5696 7369 i
*>                  202.232.1.8       2497 5696 7369 i
*                   204.70.4.89       3561 5696 7369 i
*                   131.103.20.49     1225 3561 5696 7369 i
*  62.224.0.0/19    134.24.127.3      1740 3561 2578 8371 i
*                   194.68.130.254    5459 2529 3561 2578 8371 i
*                   158.43.133.48     1849 702 701 3216 3216 3216 8371 8371 i
*                   193.0.0.242       3333 286 3561 2578 8371 i
*                   144.228.240.93    1239 3561 2578 8371 i
*                   204.212.44.128    234 266 237 3561 2578 8371 i
*                   202.232.1.8       2497 3561 2578 8371 i
*                   205.238.48.3      2914 3561 2578 8371 i
*>                  204.70.4.89       3561 2578 8371 i
*                   131.103.20.49     1225 3561 2578 8371 i
…

Routing Information Exchanged in eBGP
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5459

5413
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1849702701

6113

3333

286

234 266
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3561

12251740

25788371

5459

2529

3216

1239 2914

12.10.231.0/24

62.224.0.0/19

AS Topology Graph

15

   Prefix           Next Hop          AS Path
…
*  12.10.231.0/24   194.68.130.254    5459 5413 5696 7369 i
*                   158.43.133.48     1849 702 701 6113 5696 7369 i
*                   193.0.0.242       3333 286 5696 7369 i
*                   204.212.44.128    234 266 237 3561 5696 7369 i
*>                  202.232.1.8       2497 5696 7369 i
*                   204.70.4.89       3561 5696 7369 i
*                   131.103.20.49     1225 3561 5696 7369 i
*  62.224.0.0/19    134.24.127.3      1740 3561 2578 8371 i
*                   194.68.130.254    5459 2529 3561 2578 8371 i
*                   158.43.133.48     1849 702 701 3216 3216 3216 8371 8371 i
*                   193.0.0.242       3333 286 3561 2578 8371 i
*                   144.228.240.93    1239 3561 2578 8371 i
*                   204.212.44.128    234 266 237 3561 2578 8371 i
*                   202.232.1.8       2497 3561 2578 8371 i
*                   205.238.48.3      2914 3561 2578 8371 i
*>                  204.70.4.89       3561 2578 8371 i
*                   131.103.20.49     1225 3561 2578 8371 i
…

An example fragment of 
the AS topology graph:
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Routing Policy in eBGP

• Each AS chooses what routes to advertise to its neighbours 

• Doesn’t need to advertise everything it receives 
• Usual to drop some routes from the advertisement – depends on the 

chosen routing policy 

• Common approach: the Gao-Rexford rules: 
 
 
 
 
 
 
 
 
Ensures the AS graph is a valley-free DAG 
(recommended, but not required, policy)
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Jennifer RexfordLixin Gao

Providers

Peers

Customers

Routes from peers and providers 
only advertised to customers

Routes from customers 
advertised to everyone
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BGP Routing Decision Process

• BGP routers receive path vectors 
from neighbouring ASes giving 
possible routes to prefixes 

• Filtered based on the policy of each AS in 
the path from the source 

• BGP decision process is complex 
and policy-driven 

• Choose what route to install for 
destination prefix in forwarding table 
based on multiple criteria – policy, 
shortest path, etc. 

• BGP doesn’t always find a route, even if 
one exists, as may be prohibited by policy 

• Routes are often not the shortest AS path 

• Mapping business goals to BGP policies 
is a poorly documented process, with 
many operational secrets
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Table 1: Questions asked in the survey and (aggregated) responses. The survey also accompanied Questions
3-12 with a free-form text boxes labeled “Why? (optional)” where operators could elaborate on responses.

Question Response

1. What kind of network do you operate? Table 3
2. On what continent is your network? Section 3
3. Do you always assign a higher LocalPref (see Step 1 in the table) to a path through your customer than to a
path through your peer or transit provider? (Note: exclude cases where routes through customers are tagged as
backup.)

Y(77) N(16) NA(4)

4. Does your LocalPref configuration depend only on the next-hop AS (and not on other ASes on the path)? Y(54) N(34) NA(9)
5. Do you use the same LocalPref configuration across all BGP-speaking routers in your network? Y(72) N(22) NA(3)
6. Is the “prefer oldest path” step (see Step 7 in the table) enabled on your BGP-speaking routers? (Note: this
step is enabled by default on Cisco routers in the last few years.)

Y(71) N(22) NA(4)

7. If path validation (eg BGPSec) was deployed in your network, before what step (1-8) in the table would you
place the following step: “Prefer secure paths (validated paths) over insecure paths”? Select a number from 1-8.

Section 6

8. Do you do any neighbor-specific best path selection e.g., select a di↵erent best path for di↵erent customers for
policy reasons (and not due to hot-potato routing, etc.)?

Y(38) N(54) NA(5)

9. Do you announce paths from peers and providers to other peers and providers? Y(21) N(73) NA(3)
10. If you are willing to announce a certain path to a neighboring AS, are you also willing to announce any path
with higher LocalPref (should it become the best path) to the same AS?

Y(47) N(30) NA(20)

11. What MRAI timer value is used in your network (in seconds)? (0 specifies that MRAI timers are not used). Section 5
12. If you are at an ISP, do you use 95/5 percentile pricing with your customers? Y(46) N(38) NA(13)

The BGP decision process. The BGP decision process
is a set of steps that the router uses to select a route from
a set of routes it learns from its neighbors. Unlike proto-
cols based on shortest-path routing (e.g., OSPF), the BGP
decision process presents ASes with flexibility to realize ar-
bitrary routing policies that maximize their local objectives
(e.g., profit, performance etc.). A simplified version of the
BGP decision process, based on [6,24], is shown in Table 2.

Perhaps the most important “knob” provided by the BGP
decision process is the LocalPref step. Each route a BGP
router learns about is tagged with a LocalPref attribute
based on the network’s routing policies, and the route with
the highest LocalPref is selected. LocalPref can, for exam-
ple, be used to ensure that revenue-generating routes are
preferred over expensive (revenue-depleting) routes, or that
routes containing a particular ‘undesirable’ AS are avoided.
The specific details of the LocalPref policies used by indi-
vidual ASes are largely kept private, often because they are
related to business agreements between neighboring ASes.

The “AS-path” step follows the LocalPref step (Table 2).
In this step, a BGP router that has a choice between mul-
tiple routes with the same LocalPref will select routes that
are shortest in terms of the number of ASes on the path.
If there are multiple such routes, the router applies the re-
maining steps in the BGP decision process to select a single
route. These steps are based on intradomain and tiebreak-
ing criteria; for example, the MED attribute (step 4) allows
an AS with multiple entry points to influence the entry point
chosen by a neighboring AS [7]. The many steps in the BGP
decision process can create significant complexity, both for
researchers seeking to understand the process, and for oper-
ators seeking to use it; indeed, operators sometimes respond
to this complexity by disabling some of the steps, e.g., by
ignoring MEDs or disabling the “prefer oldest path” step.

Export policy. Once a router selects a route, its config-
ured export policy determines the subset of its neighbors to
which it announces the route. Export policies are often de-
termined by business relationships, and therefore often kept
private as well.

3. THE SURVEY
The survey asked the questions in Table 1 and included

the information on the BGP decision process in Table 2. In-
formation about the survey was sent in Fall 2011 to a num-

Table 2: Simplified BGP decision process [6, 24].
This table was also provided with the survey.

# Criteria

1 Highest LocalPref
2 Lowest AS Path Length
3 Lowest origin type
4 Lowest MED
5 eBGP-learned over iBGP-learned
6 Lowest IGP cost to border router (hot-potato routing)
7 If both paths are external, prefer the path that was re-

ceived first (i.e., the oldest path) [6]
8 Lowest router ID (to break ties)

ber of network operator mailing lists. (Specifically, nanog@
nanog.org on Sept 8 and Sept 13, juniper-nsp@puck.nether.
net on Oct 5, ripe-list@ripe.net on Oct 17, and apnic-talk@

lists.apnic.net on Oct 27, 2011.) We collected a total of
100 responses from 98 unique IP addresses. After remov-
ing an anomalous response (two consecutive responses from
the same IP),we ended up with a total of 97 responses from
unique IP addresses. The survey allowed respondents to
omit questions that they did not understand or did not want
to answer. We report results normalized by the number of
respondents to a given question.

Breakdown of respondents. We had 44 responses from
the ARIN (North America) region, 34 from RIPE (Europe),
and 19 from APNIC (Asia Pacific). We did not obtain re-
sponses from LACNIC (Latin America) or AfriNIC (Africa),
likely because we did not target the right mailing lists for
these regions. Table 3 shows the breakdown of responses by
network type. Larger transit providers are over-represented
in our responses, likely because operators of larger networks
tend to be most active on mailing lists. As such, some of
our results might be biased towards highlighting exceptions
to standard modeling assumptions (Section 4.1-4.2), since
these highly-skilled operators are more likely to use “exotic”
routing policies to manage their complex networks. Specifi-
cally, 79% of responses come from small/medium/large tran-
sit providers and tier 1 networks, and only 7% come from
content providers. Stub ASes (i.e., AS without customers,
that do not transit tra�c for other networks) are under-
represented in the responses we collected (i.e., only 12% of
respondents operate stubs, but 85% of networks in published
AS topologies [5] are stub ASes). To account for some of this
bias, we will often break down responses by network type.

ACM SIGCOMM Computer Communication Review 30 Volume 44, Number 1, January 2014

Source: Phillipa Gill, Michael Schapira, and Sharon Goldberg, “A Survey of 
Interdomain Routing Policies”, ACM CCR, V44, N1, January 2014, p29-34
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Summary

• The interdomain routing problem 
• Autonomous systems 

• Routing on the AS graph 

• Trust and policy constraints 

• Interdomain routing in the Internet 
• BGP
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The Transport Layer

• Role of the transport layer 

• Transport layer functions 

• Transport protocols in the Internet 
• TCP, UDP, DCCP, and SCTP 

• Deployment considerations
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Role of the Transport Layer

• Isolate upper layers from the network layer 
• Hide network complexity; make unreliable network appear reliable; enhance 

QoS of network layer 

• Provide a useful, convenient, easy to use service 
• An easy to understand service model 

• An easy to use programming API 
• The Berkeley sockets API – very widely used by application programmers 

• Compare to network layer API – usually hidden in operating system internals
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Transport Layer Functions

• Transport layer provides the following functions: 
• Addressing and multiplexing 

• Reliability 

• Framing 

• Congestion control 

• Operates process-to-process, not host-to-host
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Addressing and Multiplexing

• The network layer address identifies a host 

• The transport layer address identifies a user 
process – a service – running on a host 

• Provides a demultiplexing point 
• Each service has a unique transport layer address

IP

TCP TCP

Web server Email server

TCP
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Reliability

• Network layer is unreliable 
• Best effort packet switching in the Internet 

• But even nominally reliable circuits may fail 

• Transport layer enhances the quality of service provided by the 
network, to match application needs 
• Appropriate end-to-end reliability
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The End-to-End Argument

• Is it better to place functionality within the network or 
at the end points? 
• Only put functions that are absolutely necessary within the 

network, leave everything else to end systems 
• Example: put reliability in the transport layer, rather than the 

network 

• If the network is not guaranteed 100% reliable, the application 
will have to check the data anyway → don’t check in the 
network, leave to the end-to-end transport protocol, where the 
check is visible to the application 

• One of the defining principles of the Internet
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This paper presents a design principle that helps guide placement of functions among the modules of 
a distributed computer system. The principle, called the end-to-end argument, suggests that functions 
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1. INTRODUCTION 
Choosing the proper boundaries between functions is perhaps the primary activity 
of the computer system designer. Design principles that provide guidance in this 
choice of function placement are among the most important tools of a system 
designer. This paper discusses one class of function placement argument that 
has been used for many years with neither explicit recognition nor much convic- 
tion. However, the emergence of the data communication network as a computer 
system component has sharpened this line of function placement argument by 
making more apparent the situations in which and the reasons why it applies. 
This paper articulates the argument explicitly, so as to examine its nature and 
to see how general it really is. The argument appeals to application requirements 
and provides a rationale for moving a function upward in a layered system closer 
to the application that uses the function. We begin by considering the commu- 
nication network version of the argument. 
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Transport Layer Reliability

• Different applications need different reliability 
• Email and file transfer → all data must arrive, in the order sent, but no strict 

timeliness requirement 

• Voice or streaming video → can tolerate a small amount of data loss, but 
requires timely delivery 

• Implication for network architecture: 
• Network layer provides timely but unreliable service 

• Transport layer protocols add reliability, if needed
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Framing

• Applications may wish to send structured data 

• Transport layer responsible for maintaining the boundaries 
• Transport must frame the original data, if this is part of the service model
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Congestion and Flow Control

• Transport layer controls the application sending rate 
• To match rate at which network layer can deliver data – congestion control 

• To match rate at which receiver can process the data – flow control 

• Must be performed end-to-end, since only end points know 
characteristics of entire path
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Congestion and Flow Control

• Different applications have different needs for congestion control 
• Email and file transfer → elastic applications; faster is better, but don’t care 

about actual sending rate 

• Voice or streaming video → inelastic applications; have minimum and 
maximum sending rates, and care about the actual sending rate 

• Want range of congestion control algorithms at transport layer; 
within the network constraints
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Internet Transport Protocols

• The Internet Protocol provides a common base for various 
transports 
• User Datagram Protocol (UDP) 

• Transmission Control Protocol (TCP) 

• Datagram Congestion Control Protocol (DCCP) 

• Stream Control Transmission Protocol (SCTP) 

• Each makes different design choices
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UDP: User Datagram Protocol

• Simplest transport protocol 

• Exposes raw IP service to applications 
• Connectionless, best effort packet delivery: 

framed, but unreliable 

• No congestion control 

• Adds a 16 bit port number to identify 
services

UDP

Application Application Application

IP

Packets 
demultiplexed

Ports

Packets arrive

Queues
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UDP Packet Format
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UDP Applications

• Useful for applications that prefer timeliness to reliability 
• Voice-over-IP 

• Streaming video 

• Must be able to tolerate some loss of data 

• Must be able to adapt to congestion in the application layer
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• Reliable byte stream protocol running over IP 
• Adds reliability 

• Packets contain sequence number to detect loss; any lost packets are 
retransmitted; data is delivered to higher-layers in order, without gaps 

• Adds congestion control – details in lecture 7 

• Adds 16 bit port number as a service identifier 

• Doesn’t provide framing 
• Delivers an ordered byte stream, the  

application must impose structure

TCP: Transmission Control Protocol
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TCP Service Model

Application

IP

TCP
Send buffer

...

Write  
bytes

Application

IP

TCP
Receive buffer

...

Read  
bytes

...
Data segments
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TCP Packet Format

IP

TCP

Data
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TCP Applications

• Useful for applications that require reliable data delivery, and can 
tolerate some timing variation 
• File transfer and web downloads 

• Email 

• Instant messaging 

• Default choice for most applications
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Other Transport Protocols

• The IP network layer also supports two new transport protocols: 
• DCCP 

• SCTP 

• Not widely used at this time, but potentially useful in future
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DCCP

• Datagram Congestion Control Protocol 
• Unreliable, connection oriented, congestion controlled datagram service 

• “TCP without reliability” or “UDP with connections and congestion control” 

• Potentially easier for NAT boxes and firewalls than UDP 

• Congestion control algorithm (“CCID”) negotiated at connection setup – range of 
algorithms supported 

• Adds 32 bit service code in addition to port number 

• Use case: streaming multimedia and IPTV
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SCTP

• Stream Control Transmission Protocol 
• Reliable datagram service, ordered per stream 

• Multiple streams within a single association 

• Multiple connection management 
• Fail-over from one IP address to another, for reliable multi-homing 

• TCP-like congestion control 

• Use case: telephony signalling; “a better TCP”
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Deployment Considerations

• IP is agnostic of the transport layer protocol 

• But, firewalls perform “deep packet inspection” 
and look beyond the IP header to make policy 
decisions 
• The only secure policy is to disallow anything not 

understood 

• Implication: very difficult to deploy new transport 
protocols (e.g., DCCP and SCTP) in the Internet 

• Implication: limits future evolution of the network
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MIME

SDP Codecs

Wi-Fi
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UDP
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Deployment Considerations: Tunnelling New Transports

• If protocols cannot be deployed natively, they can 
be tunnelled 
• WebRTC data channel → SCTP over DTLS over UDP 

• Peer-to-peer data for web applications 

• QUIC → multiplexed stream transport protocol running 
over UDP 
• Google’s proposal for a new transport for HTTP/2 running over 

UDP, currently being standardised by IETF 

• UDP passes through NATs and firewalls, that native 
transport protocols do not – so tunnel new transport 
inside UDP packets
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Summary

• Wide range of transport protocols in the Internet, each giving a different end-to-
end service model 

• TCP and UDP globally deployed; others used in limited environments
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Protocol Addressing Reliable? Framed? Congestion Controlled?

UDP 16 bit port number Unreliable packet 
delivery

Yes – uses explicit 
datagrams

No – handled by 
application layer

TCP 16 bit port number Reliable ordered byte 
stream

No – handled by 
application layer

Yes – suitable for 
elastic applications

DCCP 16 bit port number 
plus service code

Unreliable packet 
stream

Yes – uses explicit 
datagrams

Yes – wide range of 
algorithms possible

SCTP 16 bit port number Reliable ordered byte 
stream

Yes – explicit chunk 
boundaries

Yes – suitable for 
elastic applications
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