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Abstract 
We survey a number of packet loss recovery techniaues for streaming audio appli
cations operating using IP multicast. We begin with a discussion of the loss and 
delay characteristics of an IP multicast channel, and from this shov^ the need for 
packet loss recovery. Recovery techniques may be divided into two classes: sender-
and receiver-based. We compare and contrast several sender-based recovery 
schemes: forward error correction (both media-specific and media-independent), 
interleaving, and retransmission. In addition, a number of error concealment 
schemes are discussed. We conclude with a series of recommendations for repair 
schemes to be used based on application requirements and network conditions. 

The development of IP multicast and the Internet mul
ticast backbone (Mbone) has led to the emergence of 
a new class of scalable audio/video conferencing appli
cations. These are based on the lightweight sessions 

model [1, 2] and provide efficient multiway communication 
which scales from two to several thousand participants. The 
network model underlying these applications differs signifi
cantly from the tightly coupled approach in use for tradition
al conferencing systems. The advantage of this new, loosely 
coupled approach to conferencing is scalability; the disadvan
tage is unusual channel characteristics which require signifi
cant work to achieve robust 
communication. 

In this article we discuss the loss 
characteristics of such an IP multicast 
channel and how these affect audio 
communication. Following this, we 
examine a number of techniques for 
recovery from packet loss on the chan
nel. These represent a broad cross-sec
tion of the range of applicable 
techniques, both sender-driven and 
receiver-based, and have been imple
mented in a wide range of conferenc
ing applications, giving operational 
experience as to their behavior. The 
article concludes with an overview of 
the scope of applicability of these tech
niques and a series of recommenda
tions for designers of packet-based 
audio conferencing applications. 

A number of surveys have previous 

able multicast and IP-based audio-video transport. The work 
by Obraczka [3] and Levine and Garcia-Luna-Aceves [4] is 
limited to the study of fully reliable transport and does not 
consider real-time delivery. The survey by Carle and Biersack 
[5] discusses real-time IP-based audio-video applications and 
techniques for error recovery in this environment. However, 
that work neglects receiver-based error concealment tech
niques and focuses on sender-driven mechanisms for error 
correction. 

Sender-driven and receiver-based repair are complemen
tary techniques, and applications should use both methods to 
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ly been published in the area of reli- • Figure 1. Observed loss rates in a large multicast conference (from [7]). 
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achieve the best possible performance. In contrast to 
previous work, we limit the focus of our article to 
streaming audio applications, and discuss both sender-
driven repair and receiver-based error concealment 
techniques. 

Multicast Channel Characteristics 
The concept of IP multicast was proposed by Deering 
[6] to provide a scalable and efficient means by which 
datagrams may be distributed to a group of receivers. 
This is achieved by imposing a level of indirection 
between senders and receivers: packets are sent to a 
group address, receivers listen on that same address and 
the network conspires to deliver packets. Unless provid
ed by an application-level protocol, the senders and 
receivers are decoupled by the group address: a sender 
does not know the set of hosts which will receive a pack
et. This indirection is important: routing decisions and 
recovery from network outages are purely local choices 
which do not have to be communicated back to the 
source of packets or to any of the receivers, enhancing scala
bility and robustness significantly. 

Internet conferencing applications, based on IP multicast, 
typically employ an application-level protocol to provide 
approximate information as to the set of receivers and recep
tion quality statistics. This protocol is the Real-time Transport 
Protocol (RTP) [8]. 

The portion of the Internet which supports IP multicast is 
known as the Mbone. Although some parts of the Mbone 
operate over dedicated links, the distinguishing feature is the 
presence of multicast routing support: multicast traffic typical
ly shares links with other traffic. A number of attempts have 
been made to characterize the loss patterns seen on the 
Mbone [7, 9-11]. Although these results vary somewhat, the 
broad conclusion is clear: in a large conference it is inevitable 
that some receivers will experience packet loss. This is most 
clearly illustrated by the work of Handley [7], which tracks 
RTP reception report statistics for a large multicast session 
over several days. A typical portion of this trace is illustrated 
in Fig. 1. It can be seen that most receivers experience loss in 
the range of 2-5 percent, with some smaller number seeing 
significantly higher loss rates. The overwhelming cause of loss 
is due to congestion at routers. It is therefore not surprising 
that there is a correlation between the bandwidth used aqd 
the amount of loss experienced [7, 12], and the underlying loss 
rate varies during the day. 

A multicast channel will typically have relatively high laten
cy, and the variation in end-to-end delay may be large. This is 
clearly illustrated in Fig. 2, which shows the inter arrival jitter 
for a series of packets sent from the University of Oregon to 
University College London on August 10, 1998. This delay 
variation is a reason for concern when developing loss-toler
ant real-time applications, since packets delayed too long will 
have to be discarded in order to meet the application's timing 

Figure 2. Observed variation in end-to-end delay as seen by an Mbone 
audio tool (20 ms timing quantization). 

requirements, leading to the appearance of loss. This problem 
is more acute for interactive applications: if interactivity is 
unimportant, a large playout delay may be inserted to allow 
for these delayed packets. This problem and algorithms for 
playout buffer adaptation are studied further in [13-15]. 

Unlike other communications media, IP multicast allows 
for the trade-off between quality and interactivity to be made 
independently for each receiver in a session, since this is a 
local choice only and is not communicated to the source of 
the data. A session may exist with most participants acting as 
passive observers (high latency, low loss), but with some active 
participants (low latency, higher loss). 

It should be noted that the characteristics of an IP multi
cast channel are significantly different from those of an asyn
chronous transfer mode (ATM) or integrated services digital 
network (ISDN) channel. The techniques discussed herein do 
not necessarily generalize to conferencing applications built 
on such network technologies. 

The majority of these techniques are applicable to unicast 
IP, although the scaling and heterogeneity issues are clearly 
simpler in this case. 

Sender-Based Repair 
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I Figure 3. A taxonomy of sender-based repair techniques. 

We discuss a number of techniques which require the partici
pation of the sender of an audio stream to achieve recovery 
from packet loss. These techniques may be split into two 
major classes: active retransmission and passive channel cod
ing. It is further possible to subdivide the set of channel cod
ing techniques, with traditional forward error correction 
(FEC) and interleaving-based schemes being used. Forward 
error correction data may be either media-independent, typi
cally based on exclusive-or operations, or media-specific based 
on the properties of an audio signal. This taxonomy is summa

rized in Fig. 3. 
In order to simplify the following discussion we 

distinguish a unit of data from a packet. A unit is an 
interval of audio data, as stored internally in an audio 
tool. A packet comprises one or more units, encapsu
lated for transmission over the network. 

forward Error Correction 
A number of forward error correction techniques 
have been developed to repair losses of data during 
transmission. These schemes rely on the addition of 
repair data to a stream, from which the contents of 
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packet. In addition, the computation 
required to derive the error correction 
packets is relatively small and simple to 
implement. The disadvantages of these 
schemes are the additional delay imposed, 
increased bandwidth, and difficult decoder 
implementation. 

I Figure 4. Repair using parity FEC. 

lost packets may be recovered. There are two classes of repair 
data which may be added to a stream: those which are inde
pendent of the contents of that stream, and those which use 
knowledge of the stream to improve the repair process. 

Medio-lndependent FEC — There has been much interest in the 
provision of media-independent FEC using block, or algebraic, 
codes to produce additional packets for transmission to aid the 
correction of losses. Each code takes a codeword of k data pack
ets and generates n-k additional check packets for the trans
mission of n packets over the network. 

A large number of block coding schemes exist, and we dis
cuss only two cases, parity coding and Reed-Solomon coding, 
since these are currently proposed as an RTP payload [16]. 
These block coding schemes were originally designed for the 
detection and correction of errors within a stream of transmit
ted bits, so the check bits were generated from a stream of 
data bits. In packet streams we are concerned with the loss of 
entire packets, so we apply block coding schemes across the 
corresponding bits in blocks of packets. Hence, the ith bit in a 
check packet is generated from the ith bit of each of the asso
ciated data packets. 

In parity coding, the exclusive-or (XOR) operation is 
applied across groups of packets to generate corresponding 
parity packets. An example of this has been implemented by 
Rosenberg [17]. In this scheme, one parity packet is transmit
ted after every n - 1 data packets. Provided there is just one 
loss in every n packets, that loss is recoverable. This is illus
trated in Fig. 4. Many different parity codes may be derived 
by XORing different combinations of packets; a number of 
these were proposed by Budge et al. and summarized by 
Rosenberg and Schulzrinne [16]. 

Reed-Solomon codes [18, 19] are renowned for their excel
lent error correcting properties, and in particular their 
resilience against burst losses. Encoding is based on the prop
erties of polynomials over particular number bases. Essential
ly, RS encoders take a set of codewords and use these as 
coefficients of a polynomial,/(x). The transmitted codeword is 
determined by evaluating the polynomial for 
all nonzero values of jc over the number 
base. While this may sound complicated, the 
encoding procedure is relatively straightfor
ward, and optimized decoding procedures 
such as the Berlekamp-Massey algorithm 
[20, 21] are available. In the absence of 
packet losses decoding carries the same 
computational cost as encoding, but when 
losses occur it is significantly more expen
sive. 

There are several advantages to FEC 
schemes. The first is that they are media-inde
pendent: the operation of the FEC does not 
depend on the contents of the packets, and 
the repair is an exact replacement for a lost 

Media-Specific FEC — A simple means to 
protect against packet loss is to transmit 
each unit of audio in multiple packets. If a 
packet is lost, another packet containing 
the same unit will be able to cover the loss. 

The principle is illustrated in Fig. 5. This approach has been 
advocated by Hardman et al. [22] and Bolot et al. [9] for use 
on the Mbone, and extensively simulated by Podolsky et al. 
[23]. 

The first transmitted copy of the audio data is referred to 
as the primary encoding, and subsequent transmissions as sec
ondary encodings. It is the sender's decision whether the sec
ondary audio encodings should be the same coding scheme as 
the primary, although usually the secondary is encoded using 
a lower-bandwidth, lower-quality encoding than the primary. 

The choice of encodings is a difficult problem and depends 
on both the bandwidth requirements and the computational 
complexity of the encodings. Erdol et al. [24] consider using 
short-term energy and zero crossing measurements as their 
secondary scheme. When loss occurs the receiver then inter
polates an audio signal about the crossings using the short-
term energy measurements. The advantage of this scheme is 
that it uses computationally cheap measures and can be coded 
compactly. However, it can only cover short periods of loss 
due to the crude nature of the measures. Hardman et al. [22] 
and Bolot et al. [9] advocate the use of low-bit-rate analysis-
by-synthesis codecs, such as LPCX2.4-5.6 kb/s) and full rate 
GSM encoding (13.2 kb/s), which, although computationally 
more demanding, can tolerably cover the loss periods experi
enced on the Internet. 

If the primary encoding consumes considerable processing 
power, but has sufficient quality and low bandwidth, then the 
secondary encodings may be the same as the primary. An 
example of this is the International Telecommunication Union 
(ITU) G.723.1 [25] codec which consumes a considerable frac
tion of today's desktop processing power, but has a low band
width (5.3/6.3 kb/s). 

The use of media-specific FEC incurs an overhead in terms of 
packet size. For example, the use of 8 kHz PCM î-law (64 kb/s) 
as the primary compression scheme and GSM [26] (13 kb/s) as 
the secondary results in a 20 percent increase in the size of 
the data portion of each packet. Like media-independent FEC 
schemes, the overhead of media-specific FEC is variable. How-
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Figure 5. Repair using media-specific FEC. 
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ever, unlike those schemes, the over
head of media-specific FEC may be 
reduced without affecting the number 
of losses which may be repaired; 
instead, the quality of the repair 
varies with the overhead. To reduce 
the overhead approximate repair is 
used, which is acceptable for audio 
applications. 

It should be noted that it may 
often not be necessary to transmit 
media-specific FEC for every packet. 
Speech signals have transient station
ary states that can cover 80 ms. 
Viswanathan et al [27] describe LPC 
codecs where units of speech are only 
transmitted if the parameters of the 
codec are deemed to have changed sufficiently and achieve a 
30 percent saving bandwidth for the same quality. A similar 
decision could be made about whether to transmit the FEC 
data, although this is likely to be codec-specific. 

Unlike many of the other sender-based techniques discussed, 
the use of media-specific FEC has the advantage of low latency, 
with only a single-packet delay being added. This makes it suit
able for interactive applications, where large end-to-end delays 
cannot be tolerated. If large end-to-end delay can be tolerated, 
it is possible to delay the redundant copy of a packet, achiev
ing improved performance in the presence of burst losses [28]. 

At the time of writing, media-specific FEC is supported by a 
number of Mbone audio conferencing tools. The standard RTF 
payload format for media-specific FEC is described in [29]. 

Congestion Control — The addition of FEC repair data to a 
media stream is an effective means by which that stream may 
be protected against packet loss. However, application design
ers should be aware that the addition of large amounts of 
repair data when loss is detected will increase network con
gestion and hence packet loss, leading to a worsening of the 
problem which the use of FEC was intended to solve. 

This is particularly important when sending to large multi
cast groups, since network heterogeneity causes different sets 
of receivers to observe widely varying loss rates: low-capacity 
regions of the network suffer congestion, while high-capacity 
regions are underutilized. 

At the time of writing, there is no standard solution to this 
problem. There have been a number of contributions which show 
the likely form the solution will take [30-32]. These typically 
use some form of layered encoding of data sent at different 
rates over multiple multicast groups, with receivers joining and 
leaving groups in response to long-term congestion and with 
FEC employed to overcome short-term transient congestion. 

Such a scheme pushes the burden of adaptation from the 
sender of a stream to the receivers, which choose the number 
of layers (groups) they join based on the packet loss rate they 
observe. Since the different layers contain data sent at differ
ent rates, receivers will receive different quality of service 
depending on the number of layers they are able to join. The 
precise details of these schemes are beyond the scope of this 
article; the reader is referred to the above references for fur
ther details. 

Layered encoding schemes are expected to provide a con
gestion control solution suitable for streaming audio applica
tions. However, this work is not yet complete, and it is 
important to give some advice to authors of streaming audio 
tools as to the behavior which is acceptable, until such conges
tion control mechanisms can be deployed. 

It has been suggested that one heuristic suitable for deter-
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Figure 6. Interleaving units across multiple packets. 

mining reasonable behavior for unicast streaming media tools 
is to adapt the transmission rate to the approximate through
put a TCP/IP stream would achieve over the same path [33]. 
Since TCP/IP flows are the dominant form of traffic in the 
Internet, this would be roughly fair to existing traffic. Clearly 
such a scheme would not work for a multicast flow (although 
a worst case or average throughput to the set of receivers 
could be derived and used as the basis for adaptation), and 
clearly it does not capture the dynamic behavior of the con
nection, merely the average behavior; but it does provide one 
definition of reasonable behavior in the absence of real con
gestion control. In the long term, effective congestion control 
must be developed. 

Note that the need for congestion control is not specific to 
FEC encoded audio streams. It should be considered for all 
streaming media. 

Interleaving 
When the unit size is smaller than the packet size and end-to-
end delay is unimportant, interleaving is a useful technique 
for reducing the effects of loss [34]. Units are resequenced 
before transmission so that originally adjacent units are sepa
rated by a guaranteed distance in the transmitted stream and 
returned to their original order at the receiver. Interleaving 
disperses the effect of packet losses. If, for example, units are 
5 ms in length and packets 120 ms (i.e., 4 units/packet), then 
the first packet would contain units 1, 5, 9, 13; the second 
units 2, 6,10,14; and so on, as illustrated in Fig. 6. 

It can be seen that the loss of a single packet from an inter
leaved stream results in multiple small gaps in the reconstruct
ed stream, as opposed to the single large gap which would 
occur in a noninterleaved stream. This spreading of the loss is 
important for two similar reasons: first, Mbone audio tools 
typically transmit packets which are similar in length to 
phonemes in human speech. Loss of a single packet will there
fore have a large effect on the intelligibility of speech. If the 
loss is spread out so that small parts of several phonemes are 
lost, it becomes easier for listeners to mentally patch over this 
loss [35], resulting in improved perceived quality for a given 
loss rate. In a somewhat similar manner, error concealment 
techniques perform significantly better with small gaps, since 
the amount of change in the signal's characteristics is likely to 
be smaller. 

The majority of speech and audio coding schemes can have 
their output interleaved and may be modified to improve the 
effectiveness of interleaving. The disadvantage of interleaving is 
that it increases latency. This limits the use of this technique 
for interactive applications, although it performs well for non-
interactive use. The major advantage of interleaving is that it 
does not increase the bandwidth requirements of a stream. 
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I Figure 7. A taxonomy of error concealment techniques. 

Refronsmission 
Interactive audio applications have tight latency bounds, and 
end-to-end delays need to be less than 250 ms [36]. For this 
reason such applications do not typically employ retransmis
sion-based recovery for lost packets. If larger end-to-end 
delays can be tolerated, the use of retransmission to recover 
from loss becomes a possibility. 

A widely deployed reliable multicast scheme based on the 
retransmission of lost packets is scalable reliable multicast 
(SRM) [1]. When a member of an SRM session detects loss, it 
will wait a random amount of time, determined by its distance 
from the original source of the lost data, and then multicast a 
repair request. The retransmission timer is calculated such 
that, although a number of hosts may miss the same packet, 
the host closest to the point of failure will most likely timeout 
first and issue the retransmission request. Other hosts which 
also see the loss, but receive the retransmission request mes
sage, suppress their own request to avoid message implosion. ̂  
On receiving a retransmission request, any host with the 
requested data may reply: once again, a timeout is used based 
on the distance of that host from the sender of the retransmit 
request, to prevent reply implosion. The timers are calculated 
such that typically only one request and one retransmission 
will occur for each lost packet. 

While SRM and related protocols are well suited for reli
able multicast of data objects, they are not generally suitable 
for streaming media such as audio. This is because they do 
not bound the transmission delay and, in the presence of 
packet loss, may take an arbitrary amount of time. A large 
number of reliable multicast protocols have been defined (see 
[4] for a survey) which are similarly unsuitable for streaming 
media and hence are not studied here. For similar reasons, 
TCP is not appropriate for unicast streaming audio. 

That is not to say that retransmission-based schemes cannot 
be used for streaming media, in some circumstances. In par
ticular, protocols which use retransmission but bound the 
number of retransmission requests allowed for a given unit of 
data may be appropriate. Such retransmission-based schemes 
work best when loss rates are relatively small. As loss rates 
increase, the overhead due to retransmission request packets 
increases. Eventually a cross-over point is reached, beyond 
which the use of FEC becomes more effective. It has been 
observed in large Mbone sessions that most packets are lost by 
at least one receiver [7]. Indeed, in their implementation of an 
SRM-like protocol for streaming audio [37], Xu et al note 
that "In the worst case, for every multicast packet, at least one 
receiver does not receive the packet, which means that every 
packet needs to be transmitted to the whole group at least 
twice." In cases such as this, it is clear that the use of retrans-

^ The SRM protocol is designed to scale to very large groups. If request 
suppression were not used, a lost packet near the source would trigger 
simultaneous retransmission requests from many group members, which 
could overwhelm the sender (consider the effects in a group with many 
hundreds, or thousands, of members). 

mission is probably only appropriate as a secondary technique 
to repair losses which are not repaired by FEC. 

An alternative combination of FEC and retransmission has 
been studied by Nonnenmacher et al [38]. This work takes the 
approach of using parity FEC packets to repair multiple losses 
with a single retransmission, achieving substantial bandwidth 
savings relative to pure retransmission. 

Furthermore, the retransmission of a unit of audio does not 
need to be identical to the original transmission: the unit can 
be receded to a lower bandwidth if the overhead of retransmis
sion is thought to be problematic. There is a natural synchrony 
with redundant transmission, and a protocol may be derived in 
which both redundant and retransmitted units may be accom
modated. This allows receivers that cannot participate in the 
retransmission process to benefit from retransmitted units if 
they are operating with a sufficiently large playout delay. 

The use of retransmission allows for an interesting trade-off 
between the desired playback quality and the desired degree 
of latency inherent in the stream. Within a large session, the 
amount of latency which can be tolerated varies greatly for 
different participants: some users desire to participate closely 
in a session, and hence require very low latency, whereas oth
ers are content to observe and can tolerate much higher laten
cy. Those participants who require low latency must receive 
the media stream without the benefit of retransmission-based 
repair (but may use FEC). Others gain the benefit of the 
repair, but at the expense of increased delay. 

Error Concealment 
We consider a number of techniques for error concealment 
which may be initiated by the receiver of an audio stream and 
do not require assistance from the sender. These techniques 
are of use when sender-based recovery schemes fail to correct 
all loss, or when the sender of a stream is unable to partici
pate in the recovery. 

Error concealment schemes rely on producing a replace
ment for a lost packet which is similar to the original. This is 
possible since audio signals, in particular speech, exhibit large 
amounts of short-term self-similarity. As such, these tech
niques work for relatively small loss rates (^ 15 percent) and 
for sm l̂l packets (4-40 ms). When the loss leiigth approaches 
the length of a phoneme (5-100 ms) these techniques break 
down, since whole phonemes may be missed by the listener. 

It is clear that error concealment schemes are not a substi
tute for sender-based repair, but rather work in tandem with 
it. A sender-based scheme is used to repair most losses, leav
ing a small number of isolated gaps to be repaired. Once the 
effective loss rate has been reduced in this way, error conceal
ment forms a cheap and effective means of patching over the 
remaining loss. 

A taxonomy of various receiver-based recovery techniques 
is given in Fig. 7. It can be seen that these techniques split 
into three categories: 
• /n^erf/on-based schemes repair losses by inserting a fill-in 

packet. This fill-in is usually very simple: silence or noise 
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are common, as is repetition of the previous packet. Such 
techniques are easy to implement but, with the exception of 
repetition, have poor performance. 

• Interpolation-based schemes use some form of pattern 
matching and interpolation to derive a replacement packet 
which is expected to be similar to the lost packet. These 
techniques are more difficult to implement and require 
more processing when compared with insertion-based 
schemes. Typically performance is better. 

• Regeneration-bsised schemes derive the decoder state from 
packets surrounding the loss and generate a replacement 
for the lost packet from that. This process is expensive to 
implement but can give good results. 
The following sections discuss each of these categories in 

turn. This is followed by a summary of the range of applicabil
ity of these techniques. 

Insertion-Based Repair 
Insertion-based repair schemes derive a replacement for a lost 
packet by inserting a simple fill-in. The simplest case is splic
ing, where a zero-length fill-in is used; an alternative is silence 
substitution, where a fill-in with the duration of the lost pack
et is substituted to maintain the timing of the stream. Better 
results are obtained by using noise or a repeat of the previous 
packet as the replacement. 

The distinguishing feature of insertion-based repair tech
niques is that the characteristics of the signal are not used to 
aid reconstruction. This makes these methods simple to 
implement, but results in generally poor performance. 

Splicing — Lost units can be concealed by splicing together 
the audio on either side of the loss; no gap is left due to a 
missing packet, but the timing of the stream is disrupted. This 
technique has been evaluated by Gruber and Strawczynski 
[39] and shown to perform poorly. Low loss rates and short 
clipping lengths (4-16 ms) faired best, but the results were 
intolerable for losses above 3 percent. 

The use of splicing can also interfere with the adaptive 
playout buffer required in a packet audio system, because it 
makes a step reduction in the amount of data available to 
buffer. The adaptive playout buffer is used to allow for the 
reordering of misordered packets and removal of network 
timing jitter, and poor performance of this buffer can adverse
ly affect the quality of the entire system. 

It is clear, therefore, that splicing together audio on either 
side of a lost unit is not an acceptable repair technique. 

Silence Substitution — Silence substitution fills the gap left by 
a lost packet with silence in order to maintain the timing rela
tionship between the surrounding packets. It is only effective 
with short packet lengths (< 4 ms) and low loss rates (< 2 
percent) [40], making it suitable for interleaved audio over 
low-loss paths. 

The performance of silence substitution degrades rapidly as 
packet sizes increase, and quality is unacceptably bad for the 
40 ms packet size in common use in network audio conferenc
ing tools [22]. Despite this, the use of silence substitution is 
widespread, primarily because it is simple to implement. 

Noise Substitution — Since silence substitution has been 
shown to perform poorly, an obvious next choice is noise sub
stitution, where, instead of filling in the gap left by a lost 
packet with silence, background noise is inserted instead. 

A number of studies of the human perception of interrupt
ed speech have been conducted, for example, that by Warren 
[41]. These have shown thsit phonemic restoration, the ability 

of the human brain to subconsciously repair the missing seg
ment of speech with the correct sound, occurs for speech 
repair using noise substitution but not for silence substitution. 

In addition, when compared to silence, the use of white 
noise has been shown to give both subjectively better quality 
[35] and improved intelligibility [41]. It is therefore recom
mended as a replacement for silence substitution. 

As an extension for this, a proposed future revision of the 
RTF profile for audio-video conferences [42] allows for the 
transmission of comfort noise indicator packets. This allows 
the communication of the loudness level of the background 
noise to be played, allowing for better fill-in information to be 
generated. 

Repetition — Repetition replaces lost units with copies of the 
unit that arrived immediately before the loss. It has low com
putational complexity and performs reasonably well. The sub
jective quality of repetition can be improved by gradually 
fading repeated units. The GSM system, for example, advo
cates the repetition of the first 20 ms with the same amplitude 
followed by fading the repeated signal to zero amplitude over 
the next 320 ms [43]. 

The use of repetition with fading is a good compromise 
between the other poorly performing insertion-based conceal
ment techniques and the more complex interpolation-based 
and regenerative concealment methods. 

Interpolation-Based Repair 
A number of error concealment techniques exist which attempt 
to interpolate from packets surrounding a loss to produce a 
replacement for that lost packet. The advantage of interpola
tion-based schemes over insertion-based techniques is that they 
account for the changing characteristics of a signal. 

Waveform Substitution — Waveform substitution uses audio 
before, and optionally after, the loss to find a suitable signal 
to cover the loss. Goodman et al. [44] studied the use of wave
form substitution in packet voice systems. They examined 
both one- and two-sided techniques that use templates to 
locate suitable pitch patterns either side of the loss. In the 
one-sided scheme the pattern is repeated across the gap, but 
with the two-sided schemes interpolation occurs. The two-
sided schemes generally performed better than one-sided 
schemes, and both work better than silence substitution and 
packet repetition. 

Pitch Waveform Replication —Waseme^fl/., [45] present a 
refinement on waveform substitution by using a pitch detec
tion algorithm either side of the loss. Losses during unvoiced 
speech segments are repaired using packet repetition and 
voiced losses repeat a waveform of appropriate pitch length. 
The technique, known as pitch waveform replication, was 
found to work marginally better than waveform substitution. 

Time Scale Modification — Time scale modification allows the 
audio on either side of the loss to be stretched across the loss. 
Sanneck et al. [46] present a scheme that finds overlapping 
vectors of pitch cycles on either side of the loss, offsets them 
to cover the loss, and averages them where they overlap. 
Although computationally demanding, the technique appears 
to work better than both waveform substitution and pitch 
waveform replication. 

Regeneration-Based Repair 
Regenerative repair techniques use knowledge of the audio 
compression algorithm to derive codec parameters, such 
that audio in a lost packet can be synthesized. These tech-
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• Figure 8. Rough quality/complexity trade-off for error concealment 

niques are necessarily codec-dependent but perform well 
because of the large amount of state information used in 
the repair. Typically, they are also somewhat computational
ly intensive. 

Interpolation of Transmitted State — For codecs based on trans
form coding or linear prediction, it is possible that the 
decoder can interpolate between states. For example, the ITU 
G.723.1 speech coder [25] interpolates the state of the linear 
predictor coefficients either side of short losses and uses 
either a periodic excitation the same as the previous frame, or 

gain matched random number generator, 
depending on whether the signal was voiced or 
unvoiced. For longer losses, the reproduced 
signal is gradually faded. The advantages of 
codecs that can interpolate state rather than 
recoding the audio on either side of the loss is 
that there is are no boundary effects due to 
changing codecs, and the computational load 
remains approximately constant. However, it 
should be noted that codecs where interpola
tion may be applied typically have high pro
cessing demands. 

Model-Based Recovery — In model-based 
recovery the speech on one, or both, sides of 
the loss is fitted to a model that is used to 

generate speech to cover the period loss. In recent work by 
Chen and Chen [47], interleaved fx-law encoded speech is 
repaired by combining the results of autoregressive analysis 
on the last received set of samples with an estimate of the 
excitation made for the loss period. The technique works 
well for two reasons: the size of the interleaved blocks 
(8/16 ms) is short enough to ensure that the speech charac
teristics of the last received block have a high probability of 
being relevant. The majority of low-bit-rate speech codecs 
use an autoregressive model in conjunction with an excita
tion signal. 
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I Figure 9. (a) Sample error concealment techniques: original audio signal; (b) sample error concealment techniques: the loss pattern; 
(c) sample error concealment techniques; packet repetition; (d) sample error concealment techniques: one sided waveform substitution. 
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Summary 
It is difficult to obtain an accurate characterization of the per
formance and complexity of error concealment techniques 
since the measurements which may be performed are, due to 
the nature of the repair, subjective. However, based on our 
experience, we believe that Fig. 8 provides a reasonable illus
tration of the quality/complexity trade-off for the different 
repair techniques discussed. 

The computation required to perform the more advanced 
repair techniques increases greatly relative to the simpler 
repair options. However, the improvement in quality achieved 
by these schemes is incremental at best. For this reason, the 
use of packet repetition with fading is recommended as offer
ing a good compromise between achieved quality and exces
sive complexity. For comparison, an example using packet 
repetition and waveform substitution can be seen in Fig. 9. 

Several of these techniques can be applied using data from 
one or both sides of the loss. Many audio and speech coders 
assume continuity of the decoder state. When a loss occurs, it 
may not be possible to decode audio data on both sides of the 
loss for use in the repair since the decoded audio after the 
loss may start from an inappropriate state. In addition, two-
sided operations incur greater processing overhead and usual
ly represent a marginal improvement. In the majority of cases 
one-sided repair is sufficient. 

Recommendations 
In this final section, we suggest which of these techniques 
should be considered for IP multicast applications in some 
common scenarios. We discuss the trade-off between achiev
ing good performance with acceptable cost/complexity. 

Noninferacfive Applications 
For one-to-many transmissions in the style of radio broad
casts, latency is of considerably less importance than quality. 
In addition, bandwidth efficiency is a concern since the receiv
er set is likely to be diverse and the group may include mem
bers behind low-speed links. The use of interleaving is 
compatible with both of these requirements and is strongly 
recommended. 

Although interleaving drastically reduces the audible effects 
of lost packets, some form of error concealment will still be 
needed to compensate. In this case the use of a simple repair 
scheme, such as repetition with fading, is acceptable and will 
give good quality. 

Retransmission-based repair is not appropriate for a multi
cast session, since the receiver set is likely to be heteroge
neous. This leads to many retransmission requests for different 
packets and a large bandwidth overhead due to control traffic. 
For unicast sessions retransmission is more acceptable, partic
ularly in low-loss scenarios. 

A media-independent FEC scheme will perform better than 
a retransmission-based repair scheme, since a single FEC 
packet can correct many different losses and there is no con
trol traffic overhead. The overhead due to the FEC data itself 
still persists, although this may be acceptable. In particular, 
FEC-protected streams allow for exact repair, while repair of 
interleaved streams is only approximate. 

Interactive Applications 
For interactive applications, such as IP telephony, the princi
pal concern is minimizing end-to-end delay. It is acceptable to 
sacrifice some quality to meet delay requirements, provided 
that the result is intelligible. 

The delay imposed by the use of interleaving, retransmission, 
and media-independent FEC is not acceptable for these appli

cations. While media-independent FEC schemes do exist that 
satisfy the delay requirements, these typically have high band
width overhead and are likely to be inappropriate for this reason. 

Our recommendation for interactive conferencing applica
tions is that media-specific FEC is employed, since this has 
low latency and tunable bandwidth overhead. Repair is 
approximate due to the use of low-rate secondary encodings, 
but this is acceptable for this class of application when used in 
conjunction with receiver-based error concealment. 

Error Concealment 
Receivers must be prepared to accept some loss in an audio 
stream. The overhead involved in ensuring that all packets are 
received correctly, in both time and bandwidth, is such that some 
loss is unavoidable. Once this is accepted, the need for error con
cealment becomes apparent. Many current conferencing appli
cations use silence substitution to fill the gaps left by packet 
loss, but it has been shown that this does not provide accept
able quality. A significant improvement is achieved by the use 
of packet repetition, which also has the advantages of being 
simple to implement and having low computational overhead. 
The other error concealment schemes discussed provide incre
mental improvements, with significantly greater complexity. 
Accordingly, we recommend the use of packet repetition since 
it is a simple and effective means of recovering from the low-
level random packet loss inherent in the Mbone. 
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